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Abstract: Our research on employing the cellular automata methodology to corrosion and
passivation phenomena is reviewed. Examples of a peculiar pit development are found and
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INTRODUCTION

Corrosion and passivation phenomena are old and venerable subject areas, combining the coupling of
the solution chemistry of the environment with the interfacial phenomena of the metal surface exposed
to this environment [1]. Because of the huge economic importance of corrosion protection [2], there
have been numerous studies on the stability of the passive layer mainly on the experimental side [3,4].
However, a recent renewed interest in the passive layer functioning arises also from their potential appli-
cation in nanotechnology and nanoengineering. The spontaneous organization of nanopores in oxide
layers on anodized metal surfaces is an example of such potential applications [5,6]. This is related to
the fact that passivating metal solutions can exhibit complicated oscillatory behaviors both in space and
time observed experimentally [7,8]. This in turn is a strong challenge for a theoretical description and
raises many questions on how to elaborate a unified approach that would cover various aspects of cor-
rosion and passivation, such as generalized corrosion as opposed to localized pit nucleation and devel-
opment, eventual pit healing, passive layer morphology, and the existence of various morphological
regimes of the passive layer depending on the physicochemical conditions of its formation. The latter
leads immediately to the particular question: How does it occur that the layer morphology can be that
of an ordered hexagonal lattice of pores of fairly well-defined sizes on the mesoscopic scale?

In this paper, we show our first attempts to address those questions. The first problem we
encounter on this way is the choice of the method and particularly the level of description. Is it possi-
ble to use atomic- or molecular-level simulations of the Monte Carlo or molecular dynamics type? We
really doubt that it is possible or expedient for the problems posed above. For instance, pit nucleation
is a rather scarce event on the atomistic scale. The nanopores form with the size of the order of magni-
tude in the range 10–100 nm. Then the time and space scales of the phenomena are far beyond the reach
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of the present-day atomistic level computations. On the other extreme, we can consider a macroscopic
description with classical kinetic equations. It is known, however, that such descriptions can be rather
inaccurate. For instance, they fail to predict the separation of reagents in annihilation reaction A +
B → 0 in 2D or 1D confirmed both by simulation and experiments in limited quasi-1D or 2D geome-
try [9,10]. Thus, their use may overlook important qualitative features of the phenomena. Additionally,
in most cases we do not have analytical solutions of the resulting equations and we are obliged to use
some kind of discretization to be able to solve the problem numerically.

Thus, we decide to work on the mesoscopic level using a cellular automata discretized approach
right from the beginning. The archetype of such an approach is the theory of Brownian motion that com-
bines macroscopic physics—viscosity and Stokes formula for the viscous friction of the spherical object
with stochastic noise coming from the microscopic physics. In a cellular automata approach, Brownian
motion is represented by a random walk over the lattice [11].

Invented by John von Neumann, the father of the first computers, and the mathematician S. Ułam
[12,13], cellular automata have been successfully applied in a wide range of fields: biology [14–16],
traffic jams [17,18], fire spreading [19], lava eruption [20], urban development [21], and a variety of
growth problems [22]. Their application to corrosion problems also has a fairly long history [23,24]. In
this paper, we reconsider our own contribution [25–29] to show the methods and lines of thinking that
led us to an attempt at using cellular automata to model corrosion on passivating metal surfaces. Besides
the mere elimination, neither micro- nor macroscopic descriptions are suited for our purposes, the argu-
ment to support our choice is that the phenomena we want to understand are rather general. Passivation
is the reason for relative (meta)stability of most metals and alloys of practical use. The hexagonally
organized nanopore formation is most studied and documented on the aluminum surface [5,6,30], but
in recent years the phenomenon has been experimentally documented for many other metal surfaces
largely different from aluminum with respect to the metal electronic structure and metal chemical reac-
tivity [30]. Thus, the phenomenon does not depend crucially on the details of microscopic description
of the given metal and we can use a simpler description based on general physics.

In this paper, we concentrate mainly on our model for anodic and cathodic zone separation
[25–27] for the corrosion in view of a considerable interest in this subject [31,32]. We show how a char-
acteristic length appears in this model and present some so far unpublished results on the surface devel-
opment and pit generation. Then we briefly review our recent models on passivation phenomena [28,29]
and discuss how we intend to adapt those models for nanopore formation modeling.

CATHODIC AND ANODIC ZONE SEPARATION

The model for cathodic and anodic zone separation has been already presented in several papers
[25–27] in the following context. The metal surface is covered by an insulating layer, for instance, a
paint. A small isolated damage in this paint layer initiates a corrosion process. The role of the paint is
twofold. First, it imposes a particular point-like geometry from which the corrosion may start. Second,
it imposes the open circuit condition on the developing pit. Then we describe the evolution of this
process. In the following section, we briefly recollect the physicochemical basis of the model here and
its cellular automata realization, and we describe the main results. In addition, we present the results of
this model in a different problem where initially the whole surface is exposed to the aggressive envi-
ronment.

Model description

Physicochemical basis
The anodic metal dissolution

Me → Me+
aq + e– (1)
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is followed by metal cation hydrolysis

Me+
aq + H2O → MeOHaq + H+ (2)

which creates an acidified environment at the site where it occurs. In addition, anions have to be moved
to this locality to preserve electroneutrality, creating an overall aggressive environment that promotes
solubilization of the passive layer and impedes repassivation. The cathodic reaction in deaerated solu-
tion reduces the local acidity by hydrogen evolution

H+ + e– → ½H2 (3)

H2O + e– → ½H2 + OH– (4)

The metal surface mediates in the electron exchange. The more basic environment thus created in gen-
eral is more favorable for passivation and much less harmful to the passive layer than the environment
created by anodic reaction. In the basic environment, the anodic reaction may take the form of repassi-
vation, leaving the product adherent to the surface

Me + OH– → MeOHads + e– (5)

In the acidic environment, the adsorbed hydroxides (and oxides) adherent to the metal surface are likely
to detach by inverse hydrolysis. 

MeOHads + H+ → Me+
aq + H2O → MeOHaq + H+ (6)

The cathodic and anodic solutions mutually neutralize, restoring the pH of the initial solution.

H+ + OH– → H2O (7)

Cellular automata coding

Cellular automata system
In the cellular automata spirit the system considered consists of a network of discrete sites correspon-
ding to given spacial locations and often organized in a symmetrical fashion as a lattice with given con-
nectivity rules. Here we use the square lattice with von Neumann and Moore connectivities in two
dimensions. According to the predominant chemical composition at the site location, the site can be
found in seven states or, as it is said in physical chemistry, can be occupied by seven species denoted
M, R, P, E, A, B, and W. M stands for bulk metal, R and P denote surface metal sites that can be either
reactive R or passive P. E labels those sites of the metal environment that have the properties of the ini-
tial solution unchanged by the corrosion process, A denotes acidic sites formed in anodic metal disso-
lution, while B denotes basic sites formed by a cathodic decomposition of water. Finally, W or wall sites
are introduced to imitate the presence of the neutral paint or impose the boundaries of the system as
they remain unchanged during the system evolution.

Dynamic rules
These rules give the state of the system at a given time step based on the state of the system in the prece-
dent time step. We do not require that these rules are local as we represent a system with coulombic
interaction where the information on electric state of the system spreads very fast compared to other
processes. The rules are so devised as to mimic, as closely as possible, the physicochemical processes
mentioned above on a mesoscopic level.

The first most trivial rule has already been stated for the W sites

W → W (8)

independent of any circumstances.
The reactive sites can undergo anodic dissolution according to the scheme

R → A (9)
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in acidic and neutral solution around them and

R + B(nn) → P + E(nn) (10)

in basic environment. Here, B(nn) and then E(nn) are nearest-neighbor sites of the site R that can
change type to become a P site after transformation. The anodic dissolution can undergo only together
with a cathodic reaction. From among all surface sites connected to the site R, one site S either of type
R or P is selected at random and tested for the reactions

S + E(nn) → S + B(nn) (11)

or

S + A(nn) → S + E(nn) (12)

Thus, the anodic dissolution is dependent on the existence of a single, maybe remote site that is
not blocked by B sites. In practice, it is not very restrictive for a sufficiently large system. In theory,
however, it makes all the connected sites interdependent where connectivity means the existence of a
chain of nearest neighbors of sites M, R, or P that form a path between the two sites. This ensures the
electronic transfer between anodic and cathodic sites. This obliges us to keep and update the informa-
tion on metal connectivity during the simulation, which is a tricky and time-consuming part of the sim-
ulation algorithm.

Other rules are local. They represent local dissolution of R and P sites

R → E (13)

and 

P → E (14)

and repassivation

R → P (15)

Finally, we assume simple exclusion random walk of A and B sites created in spatially separated
electrochemical reactions and their mutual annihilation if A steps on B or vice versa. It can be formally
expressed as

A + E → E + A (16)

B + E → E + B (17)

A + B → E + E (18)

B + A → E + E (19)

A + X → A + X for X ≠ B and X ≠ E (20)

B + X → B + X for X ≠ A and X ≠ E (21)

When A and B sites step on an E site, they swap with the E site. When A attempts to step on B
or vice versa, both turn into E sites. Nothing happens for all other cases.

Model parameters
The principal model parameters are the arbitrarily set time and length scales for discrete lattice constant
a and time step dt. Then we have probabilities or the rates of the processes 9–21 that can be recalcu-
lated to the real world units using a and dt. We assume a single value PSSE for the probability of occur-
rence of the spatially separated anodic (processes 9 and 10) and cathodic (processes 11 and 12) reac-
tions. Probabilities related to processes 13–15 are denoted PRE, PPE, PRP, respectively. We describe

Ł. BARTOSIK et al.

© 2012, IUPAC Pure Appl. Chem., Vol. 85, No. 1, pp. 247–256, 2013

250



their dependence on the local acidity/basicity using the excess of A sites over B sites Nexc
nn in the fol-

lowing way:
If Nexc

nn > 0, then

PRE = pcor2 Nexc
nn and PPE = 0.25 Nexc

nn and PRP = 0 (22)

if Nexc
nn = 0, then

PRE = 0 and PPE = poxi and PRP = pcor1 (23)

if Nexc
nn < 0, then

PRE = PPE = 0 and PRP = 1 (24)

Equations 22–24 correspond to acidic, neutral, and basic environment, respectively. In a rough
way, they introduce the known phenomenology discussed in the section “Physicochemical basis”. The
constant parameters pcor1, pcor2 can be set as a first guess to 0. In contrast, poxi cannot be 0. Otherwise,
depassivation would never occur and the onset of the electrochemical dissolution according to eqs. 9
and 10 would not be possible. 

Finally, there are the rates of random walk and annihilation. We assume that diffusion rates of A
and B species are equal and each of them is given Ndiff chances to execute a random walk step in one
simulation time step. When the site to walk gets its chance, its nearest neighbor is selected at random.
If the neighbor is an E site, the swap of eqs. 16 and 17 is executed with certainty. If it is the opposite
site (B for A and A for B), the annihilation of eqs. 18 and 19 is also executed with certainty. These are
our arbitrary selections to keep the problem most simple and the number of parameters as small as pos-
sible. These selections can be modified if needed in a future work.

The size of the simulation box for the data presented here is always 1000 × 1000. For the single
cavity evolution, the initial condition is a block of metal 998 × 998 sites surrounded by wall sites at left-,
right-, upper-, and lowermost site layers. The layer damage is simulated by turning the metal sites 500
and 501 in the middle of the uppermost metal layer to passive sites and assuming they are subject to the
above-described rules of evolution from now on as in contact with the aggressive solution. For the pla-
nar interface, the initial condition is the lower half of the box filled with metal covered by a layer of
passive sites and then the solution fills the rest of the box. Periodic boundary conditions are applied par-
allel to this initial surface.

RESULTS AND DISCUSSION 

Evolution of point-like damage

Most of the results for the evolution of the point-like damage have already been presented and discussed
in our earlier papers. The general image that can be drawn from these papers is the following. Despite
the various parameters in the model, the evolution of the damage has just one scenario with two sub-
variants. In the beginning, when the diffusion is fast enough to bring about homogeneity and neutral-
ization, the development of the damage is rather symmetrical and semicircular in shape until the size of
the cavity reaches a critical value. Then we deal with all kinds of peculiar shape variations related to
the appearance of anodic and cathodic zones and the spontaneous symmetry breaking where some ini-
tial pH fluctuations on a small scale get amplified to the specific scale of the transition. When the cav-
ity grows larger than this scale, the roughly homogeneous semicircular growth pattern is restored with
decorations on the periphery of the circle. The decorations retain the scale of the symmetry-breaking
patterns. The zone separation is accompanied by the change in the corrosion rate. Normally, when the
anodic dissolution rate is comparable to depassivation rate the appearance of zones increases the cor-
rosion rate as the appearance of the zones increases the metal surface exposed to anodic environment.
When anodic corrosion is very fast then soon the majority of the surface is exposed to anodic environ-
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ment. Development of the cathodic zones reduces that area, and hence the appearance of zone separa-
tion slows down the process. 

We should like to present some further results here. First, an example of a peculiar-shaped cavity
development is presented in Fig. 1. The damage initiating the corrosion is positioned in the middle of
the top part of the layer protecting a square piece of the metal. The cavity starts developing bottom-wise
in a fairly symmetrical fashion. Then the zone arrangement appearing in the course of simulation results
in an asymmetrical development of an anodic part of the cavity that finally touches the boundaries of
the square. This type of development suggests a possible mechanism of lacy cover development in 3D
in which the initial pit entry is surrounded by holes resulting from the development of the pit upwards,
arriving at the metal surface [33].

The dependence of the equivalent cavity radius on the simulation time step shown in Fig. 2 allows
us to make a rough estimate of the transition time as about Nt = 5000 time steps. We can notice that the
cavity shape is fairly asymmetrical and irregular prior to the transition. We will return to this point later
on.
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Fig. 1 Example of a peculiar cavity development. The snapshots correspond to Nt = 4500, 6500, 7000, 7679 time
steps. poxi = 10–3, pcor1 = pcor2 = 0, pSSE = 0.5. The color codes (online version) are as follows: E – light beige,
M – black, R – red, P – violet, A – light green, B – dark blue. In the gray scale (print version) where 0 and 1
correspond to black and white, respectively, the site codes are: E – 0.70, M – 0.00, R – 0.80, P – 0.20, A – 0.95,
B – 0.5.



It is interesting to see the effect of diffusion on the cavity development within our limited simu-
lation box size and simulation time. In Fig. 3, we present a series of results with Ndiff ranging from
1 to 105.
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Fig. 2 The dependence of the equivalent cavity radius Req on simulation time step Nt. Req = (2S/π)1/2 where S is
the cavity area.

Fig. 3 The cavity shape on the length scale of the simulation box for various rates of diffusion, Ndiff = 1, 10, 100,
103, 104, 105 from top left to bottom right snapshot at the time steps Nt = 636, 613, 638, 1925, 3353, and 3849,
respectively, poxi = 10–3, pcor1 = pcor2 = 0, pSSE = 1.



Let us note that the length scale of the anodic and cathodic zones increases so that we do not
observe them any more for Ndiff = 104. However, an asymmetric cavity shape suggests some zone sep-
aration starting to form. For Ndiff = 105, the shape is roughly symmetric with dental-like pit structure
that differs largely from the almost semicircular cavities presented elsewhere. Those dental-like struc-
tures come from the fact that depassivated places on the surface susceptible to anodic dissolution sur-
vive relatively long especially when cached in pores in the metal and hidden from the impact of neu-
tralization brought about by faster diffusion of basic cathodic sites. The porous structure formed reduces
effectively the local diffusion coefficient favoring the survival of small anodic pits.

Evolution of planar interface
The main feature in the evolution of the planar interface is the formation of corrosion pits as presented
in Fig. 4. 

It follows that our toy model for the simulation of corrosion process reproduces the main features
of real corrosion processes. The pits formed are filled up with anodic acidic solution while the outer
space serves as a cathode and tends to be protected. 

The pit formation here is a symmetry-breaking process arising spontaneously from fluctuations
in the local composition of the solution close to the surface. The fluctuations are coupled to the surface
reaction by an autocatalytic mechanism that may amplify their effect. In real systems, pit nucleation is
often caused by local heterogeneities, for instance, inclusions that more readily initiate and sustain the
pit growth than random fluctuations [34]. But in a large time scale, large surface areas and ill-controlled
conditions are a possible cause of spontaneous pit initiation and as such must be considered.
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Fig. 4 Two examples of anodic pit formation. The first row contains snapshots for Nt = 500, 1500, 2357 from left
to right, respectively, pSSE = 0.5 and Ndiff = 1000. The second row contains snapshots for Nt = 500, 1000, 1557,
pSSE = 1, and Ndiff = 10000. In both cases, poxi = 10–3, pcor1 = pcor2 = 0.



The evolution shown in the second row of Fig. 4 is illustrative for a possible multiscale character
of the pitting corrosion. On one hand we see a surface with many individual, apparently metastable pits
on a smaller length scale. The large, “macroscopic”, pit development is kind of superimposed on this
structure. Clearly, we deal with multiscale phenomena where the concept of a scale-free fractal is not
adequate. Where do the length scales in our model come from? Certainly this cannot be the lattice con-
stant. As arbitrarily selected, it should not be relevant for the problem. On the macroscopic level, the
model is characterized by the diffusion coefficient D and the rate constants ki related to Ndiff and hetero -
genous reaction event probabilities discussed above. Their dimensions are [D] = L2T–1 and [ki] = LT–1

length squared per time and length per time respectively. Thus, the ratios [D/ki] = L have the wanted
dimension of length. This explains why changing Ndiff seems to affect primarily the length scale of the
system, although we may ignore the precise form of this dependence.

CONCLUSIONS

The ratio D/ki proves useful in other contexts. We can recognize it in the expression for the cross-over
cavity radius from slower to faster corrosion where ki is the metal dissolution velocity in acidified
medium [26]. Such a ratio directly gives the thickness of passive layer dissolution at the cross-over from
reaction-controlled regime to diffusion-controlled regime [35,36]. Here we concentrated mainly on the
effect of zone separation and reduced the passive layer thickness to the scale under the arbitrary lattice
constant, practically zero. In papers [35,36], this thickness is asymptotically infinite. In more recent
papers, we attempt to overcome the simplifications [35,36] and construct a realistic model of the pas-
sive layer with a finite thickness [28,29]. There seems to be a whole new world of problems, different
structures and behaviors to discover that cannot be treated with quasi-1D classical approaches. We show
that even in our primitive approach the passive layer can function in a very subtle way. If the layer mate-
rial adheres well to the metal surface, a thin passive layer forms at the passivation transition that is
enough to build up a protection [29]. If there is no adherence, the system compensates by a build-up of
a thicker layer [28] so the protection is similar, however, the structure is quite different.

It is natural to think about a model that would combine a realistic description of the passive layer
with the zone separation and other effects that may arise due to a slow diffusion rate, for instance, within
the passive layer material. We have already shown preliminary results of our work in this direction for
the problem of nanopore formation on anodized metal surfaces [37]. The primary goal is to master the
parallel computing to be able to overcome the computation limitation that has forced us to work with
2D systems.
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