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Abstract: Calorimetric measurements on biological systems from small molecules to whole
organisms lead to a new conception of the nature of live matter that has profound conse-
quences for our understanding of biology. The data show that the differences in Gibbs energy
(ΔG) and enthalpy (ΔH) are near zero or negative and the difference in entropy (ΔS) is near
zero between a random mixture of molecules and live matter of the same composition. A con-
stant input of energy is required to maintain ion gradients, ATP production, and the other
functions of living matter, but because cells are organized in a spontaneous process, no en-
ergy input is required to maintain the structure or organization of cells. Thus, the origin of
life and evolution of complex life forms occurs by thermodynamically spontaneous
processes, carbon-based life should be common throughout the universe, and because there
is no energy cost, evolution can occur relatively rapidly.
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INTRODUCTION

The energy costs of life formation have long presented questions of great general interest, but these
costs have not previously been thoroughly analyzed. Calorimetry has now provided the means for a
quantitative analysis. The concept of live matter as a high-energy, low-entropy, metastable state of mat-
ter gained general acceptance following publication of the influential book, What is Life? by Erwin
Schrödinger [1]. (Here, we use the term “live matter” to define matter with the structure of a living or-
ganism, but in a state of suspended animation. The term “living matter” is used to define the matter in
an organism which is performing the functions of life, i.e., growth, reproduction, movement, etc.)
Schrödinger’s model for the properties of live matter leads to four, not immediately apparent, conclu-
sions: First, because energy and entropy costs for formation of live matter are assumed to be so ener-
getically unfavorable and therefore so improbable, this model leads to a conclusion that life originated
only once on earth and perhaps only once in the entire universe. Second, growth accumulates energy
from catabolism into new cells and tissue. Third, all live matter requires a continuous influx of energy
to maintain the structure in a metastable state. Fourth, ascending the tree of life achieves an ever-lower-
entropy state and higher-energy state and thus imposes a thermodynamic hierarchy on biological clas-
sification of species.

*Paper based on a presentation at the 20th International Conference on Chemical Thermodynamics (ICCT 20), 3–8 August 2008,
Warsaw, Poland. Other presentations are published in this issue, pp. 1719–1959.
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However, observations on biological systems challenge Schrödinger’s model. Despite the as-
sumed formidable energy and entropy costs, life did originate at least once, and possibly more than once
[2]. Second, energy from catabolism is not transferred into new tissue during growth; catabolic reac-
tions are used in driving (i.e., increasing the rates of) anabolic reactions but do not contribute to an over-
all higher-energy state in the anabolic products [2,3]. Third, live matter exists in a state of suspended
animation or in a state with an extremely low rate of respiration for extended lengths of time without
energy input (e.g., see [4–7]), for example, microorganisms, resurrection plants, seeds, spores, estivat-
ing animals, bdelloids, and inhabitants of desert ephemeral pools. Fourth, experimental data show that
life does not always feed on negentropy [8]. And, evolutionary changes occur with frequencies that are
difficult to envision if change to more complex life forms requires formation of ever-lower-entropy,
higher-energy, metastable states.

Explication of the reaction defining the thermodynamic system in which live matter is formed
from nonliving matter resolves the apparent inconsistencies between Schrödinger’s model for live mat-
ter and these observations. Schrödinger [1] did not explicitly define the reaction used to conclude that
the entropy of live matter is lower than that of the “foodstuffs” from which it was formed. The product
is clearly living cells, tissues, or an organism, but the state of the live matter and what is meant by “food-
stuffs”, i.e., the reactants, are not clear. Is the live matter an animal in motion or is it an embryo in a
seed in a state of suspended animation? In autotrophs, “foodstuffs” could mean CO2, H2O, and N2, or
it could mean the substrates for respiration such as carbohydrates and amino acids. Whether living tis-
sues are in a high- or a low-energy state is relative to the reactants and thus depends on the system con-
sidered.

Comparison of a random mixture of molecules in aqueous solution and live matter of the same
composition is the appropriate system for resolving the problems with Schrödinger’s model, which was
derived by assuming the organization of live matter contributes significantly to a low entropy. This as-
sumption is now a widely held concept fundamental to much current thought in biology. However, this
concept is incompatible with experimental data on the energy (ΔG), enthalpy (ΔH), and entropy (ΔS)
differences between a random arrangement of molecules in aqueous solution and live matter in a state
of suspended animation. Results from combustion calorimetry show ΔH is near zero. Results from
calorespirometry on living tissue also show ΔH is zero and that catabolism does not increase the over-
all energy content of anabolic products. Results from titration calorimetry show that ΔG and ΔH are
both negative for formation of the noncovalent bonds that structure cells. Results from temperature
scanning calorimetry also show these noncovalent bonds are formed exothermically. Results from low-
temperature, heat capacity calorimetry show ΔS is near zero. In combination, these results show ΔG is
zero or negative for formation of live matter from an aqueous solution of randomly arranged molecules.

These results show that Schrödinger’s model conflates the energy required for the functions of life
with the energy required for the existence of live matter. A constant input of energy is required to main-
tain ion gradients, ATP production, and the other functions of living matter, but because cells are or-
ganized in a spontaneous process, no energy input is required to maintain the structure or organization
of cells. Organisms are open systems with a boundary defined by the physical boundary of the organ-
ism, and such a system definition is an appropriate one for analyzing the energy costs for movement,
growth, reproduction, and other life functions, but is an inappropriate and misleading choice for com-
paring the energy and entropy states of live and non-live matter.

RESULTS FROM CALORIMETRY

Combustion calorimetry

Recognition that the heat of combustion of organic compounds was approximately constant when ex-
pressed per mole of O2 was a key discovery providing insights that aid understanding of heat
rate–growth rate relations. This rule was first discovered for hydrocarbons by Thornton in 1917 and
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later found to apply to nearly all organic compounds [9–11]. Thornton’s rule is thus a well-established
linear correlation between the enthalpy of combustion and the oxidation state of carbon in organic com-
pounds. For the conditions and compounds typically encountered as catabolic substrates in organisms,
an average value of –(455 ± 15) kJ mol–1 O2 is applicable, with carbohydrates on the upper end of the
range, proteins in the middle, and lipids on the lower end [12]. Thornton’s rule is the basis for indirect
calorimetry in which the rate of heat production is calculated from the rate of oxygen consumption, a
method that is particularly useful for large animals. The relationship may be expressed as

Rq = (455 ± 15)RO2
(1)

Rq is the rate of heat production and RO2
is the rate of oxygen consumption. Hess’ law can be used to

show the relation is also correct for partial oxidation (except when peroxides are formed) even when
CO2 is not a product. In applying this relation to metabolism of a specific organism, heat-producing re-
actions that do not involve oxygen must be accounted for.

Calorespirometry

The Lavoisiers’ study of respiration in a guinea pig [13] showed that respiration was a slow combus-
tion of the guinea pig’s food by oxygen, producing CO2 as a product. The genius in these experiments
was in measuring the rate of uptake of a reactant (O2) and the rate of production of a product (CO2) to
demonstrate that the heat produced was caused by a chemical reaction. Many measurements of meta-
bolic heat rates of organisms have since been made, but the usefulness of these measurements is often
limited because no simultaneous measurements of reaction rates were done. The full power of calori-
metric measurements of metabolic heat rates can only be realized when the reactions producing the heat
are elucidated and their rates measured so that enthalpy and entropy changes can be determined. 

Using Thornton’s rule and stoichiometric relations for oxidative metabolism, a series of relation-
ships can be developed to describe aerobic respiration in biological systems in a steady state, i.e., no in-
crease, decrease, or change in composition of the biomass is occurring.

Rq = (455 ± 15)(1 – γs/4)RCO2
(2)

RO2 = (1 – γs/4)RCO2
(3)

γs is the oxidation state of carbon in the substrate and RCO2
is the rate of carbon dioxide production.

(Note that the chemical scale of oxidation state, not the degree of reduction, is used in the above and
following equations.)

If the system is growing or developing, additional terms must be included to account for the pro-
duction of, or change in the composition of, the biomass [12]. Assuming that substrate is converted only
into biomass or CO2 and that nitrogen is used in metabolism only in a reduced state, the reaction de-
scribing such a system is

Csubstrate + compounds of N, P, K, etc. + xO2 → εCbiomass + (1 – ε)CO2 (4)

The variable coefficient is the substrate carbon conversion efficiency. There is an obvious relation be-
tween ε and the heat production by reactions producing biomass, allowing measurement of ε by calori-
metric methods. When ε is small, more oxidation is required per mole of biomass produced and more
heat is evolved. From the stoichiometry, we can write

RA/RCO2
= ε/(1 – ε) (5)

and

Rq = (1 – γs/4)(455 ± 15)RCO2
– ΔHBRA (6)
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RA is the anabolic rate which can be equated with the rates of growth and development. ΔHB is the en-
thalpy change for the reaction

Csubstrate → Cbiomass + yO2 (7)

Rearranging eq. 6 provides an equation for the anabolic rate

RA = [(1 – γs/4)(455 ± 15)RCO2
– Rq]/ΔHB (8)

and combining eqs. 5 and 6 to eliminate RA provides an equation for the substrate carbon conversion
efficiency, ε

ε/(1 – ε) = [(1 – γs/4)(455 ± 15) – Rq/RCO2
]/ΔHB (9)

Note that y in eq. 7 is positive and ΔHB is endothermic if the oxidation state of the substrate car-
bon is more positive (or less negative) than that of the carbon in the biomass, and y is negative and ΔHB
is exothermic if the oxidation state of the substrate carbon is more negative than that of the biomass car-
bon. If it is assumed that the effects of hydration are negligible, ΔHB can be determined either from
Thornton’s rule or by combustion calorimetry, i.e., ΔHB equals the heat of combustion of substrate per
C-mole minus the heat of combustion of biomass per C-mole. If storage materials are excluded, the
composition of all living cells is very similar, and therefore live matter has an average oxidation state
of carbon of about –0.3. If the substrate is carbohydrate, ΔHB is thus about 30 kJ Cmol–1. 

This model has been successfully applied to determine growth rates (RA) and substrate carbon
conversion efficiencies (ε) in many studies of plant tissues [14–18] and in a few studies of insects
[19–22]. An example of the data obtained on tomato and cabbage leaf tissue is shown in Fig. 1 [23].
The ability to rapidly determine growth rate and ε as functions of temperature has provided some fun-
damental insights into the adaptation of plants to temperature [23,24]. In general, Rq increases with tem-
perature up to near the upper temperature limit for growth of the plant. The curve of Rq vs. temperature
can sometimes be fit approximately with an Arrhenius function. RCO2

typically goes through a maxi-
mum near the midpoint temperature in the temperature range allowing growth. For plants that are well
adapted to an environment, the curve of growth rate vs. temperature duplicates the shape of a curve of
the reciprocal of temperature frequency (usually plotted as hours at a given temperature) vs. tempera-
ture for the environment [24–27]. In climates with a small diurnal variation and in highly unstable cli-
mates, the growth rate curve typically has the shape of a skewed parabola with the maximum at the
mean kinetic temperature of the environment and crosses zero at the maximum and minimum temper-
atures of the growth season. In these climates, plants spend roughly half their time growing at temper-
atures where their growth rate increases with increasing temperature and the other half at temperatures
where growth rate declines with increasing temperature. In stable environments with a large diurnal
temperature difference such as is found in many semi-desert and desert climates, the growth curve is bi-
modal with maxima at the kinetic mean temperatures of the day and night [25–27]. Plants in these cli-
mates spend almost no time at the mean temperature. The relations between temperature, Rq, RCO2

and
growth rate referred to earlier explain the failure of most attempts to find a correlation between growth
rate and metabolic rate among different plants. Finding such a correlation depends on the choice of
measurement temperature, and can only exist in general if the plants being studied are adapted to tem-
perature patterns similar to the test regimen.

The shapes of the curves of growth rate vs. temperature, together with eq. 5 which expresses
growth rate as a product of a rate and an efficiency, lead to a postulate that total growth of adapted plants
over time and temperature of the growth season is proportional to the ratio Tmean/(Tmax – Tmin) of the
environment [24]. These relationships are capable of quantitatively explaining the global distribution of
plant species [24], and with sufficient data on the respiratory properties of plants could be used to pre-
dict the effects of climate change on plant distributions.

Some other advances in the plant sciences that have been achieved through application of the
model embodied in eqs. 8 and 9 are the following. Application of eqs. 8 and 9 to rapidly determine
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growth rates and metabolic efficiencies has shown that interpretation of the ubiquitous linear relation
between mass specific RCO2

and growth rates of leaf tissue of different ages from the same plant [28,29]
in terms of growth and maintenance coefficients is incorrect [30]. “Maintenance energy” is an appeal-
ing mental concept, but entirely lacks physical reality. The decrease in both heat rates and growth rates
with age is caused by dilution of the tissue with inactive components, not by an actual decrease in ei-
ther rate for the total tissue. Because growth of young leaf tissue of herbaceous perennials is under
strong selection by environmental temperature, the temperature dependence of the metabolic heat rate
in new tissue is negatively correlated with increasing altitude and latitude (as proxies for environmen-
tal temperature) of the native range of the plant [31]. Because this selection pressure diminishes as the
growth season progresses, this correlation is not found in older leaf tissue [32,33]. Because ε was very
difficult to determine by the methods available prior to development of the calorimetric method and be-
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Fig. 1 Growth rates (A) and substrate carbon conversion efficiencies (B) of tomato and cabbage leaf tissue
calculated from measurements of Rq and RCO2

. Recalculated and plotted from data in [23].



cause of confusion caused by the incorrect interpretation of the growth coefficient from the slope of the
correlation between RCO2

and RG as an efficiency, variability in ε both with species and with conditions
has largely been ignored in considering the effects of conditions on the growth of plants. For cabbage,
Fig. 1 shows that ε increases slowly with increasing temperature in the lower part of the growth tem-
perature range and then drops abruptly above 20 °C. For tomato, ε decreases slowly with increasing
temperature in the upper part of the growth temperature range and decreases rapidly at temperatures
below 15 °C [23]. Because growth rate is proportional to ε/(1 – ε), see eq. 5, small changes in ε cause
large changes in total growth over time. The sharp decreases in ε at high temperature in cabbage and at
low temperature in tomato signal severe temperature stress at and beyond these temperatures. 

These extensive results from calorespirometric studies demonstrate the capability of these meth-
ods and models to accurately describe the reactions in living organisms. Furthermore, eq. 8 provides a
ready means for direct determination of ΔHB in living tissues from measurements of Rq, RCO2

, and RA.
The slope of a plot of ΔHBRA calculated from measured Rq and RCO2

rates (see eq. 8) vs. independently
measured RA values measured as growth rate on the same tissue at the same temperature is equal to
ΔHB. Measurements on oat shoots shown in Fig. 2 [3] show that ΔHB thus measured in live tissue gives
the same results as measurements on dry tissue made by combustion calorimetry and with values cal-
culated from Thornton’s rule, thus validating the assumption that heats of hydration do not make a sig-
nificant contribution to ΔHB. ΔHB values may be used to obtain the enthalpy change for the overall an-
abolic growth reaction

Csubstrate → (1 – y)Cbiomass + yCO2 (10)

by Hess’ law. The results demonstrate the enthalpy change for this reaction is near zero.

Titration calorimetry

Because titration calorimetry simultaneously measures both ΔG and ΔH for a reaction, it is the method
of choice for study of noncovalent interactions between molecules found in living systems, e.g., be-
tween proteins and substrates or cofactors. The calorimetric method is also uniquely suited for studies
of systems with small equilibrium constants or where other methods (e.g., potentiometry, fluorescence)
do not work well because of the high concentrations of reactants required to obtain measurable reac-
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Fig. 2 ΔHBRG values calculated from measurements of Rq and RCO2
plotted vs. directly measured growth rates of

oat shoots. ΔHB values are obtained as the slopes of the fitted lines. Reprinted by permission from ref. [3].



tion, or are not applicable because of the physical characteristics of the system (e.g., spectrophoto metry
in colorless or cloudy solutions). The van’t Hoff method for determination of ΔH (i.e., from the slope
of a plot of lnK vs. T–1) is particularly inaccurate for the types of reactions for which the calorimetric
method is well suited. Details of the method have been described in several books and chapters [34–40],
and it is now a widely accepted method. Titration calorimeters with detection limits of a few nanowatts
and titrate volumes of 200 μl are now commercially available for studies of noncovalent interactions of
cellular components. Bibliographies of recent work have been published [41–44], and review of the re-
sults shows that the noncovalent bonds between the components of cells are largely, if not exclusively,
formed in spontaneous, exothermic reactions, i.e., ΔG and ΔH are both negative under the conditions in
cells and tissues.

Temperature scanning calorimetry

Temperature scans of whole cells of two species of bacteria are shown in Fig. 3 [45]. Thermal disrup-
tion of the structures of ribosomes, DNA, and cell wall components at these temperatures only break
noncovalent bonds, but account for thermal inactivation of the microorganisms. All of the events in the
curves in Fig. 3 and in similar data in references [46–50] are endothermic, again showing the noncova-
lent bonds that structure cells are formed exothermically. Measurements of the heats of thermal denat-
uration of biopolymers too numerous to cite here all show that ΔH for thermal disruption of these struc-
tures is also endothermic.
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Fig. 3 Scans of bacterial cells by differential scanning calorimetry. The solid line is for E. coli and the dotted line
is for Lactobacillus plantarum. The a, b, c, and d indicate endothermic events where the structures of ribosomes
(a), DNA (b) and cell walls (c and d) are thermally disrupted. Reprinted by permission from ref. [45].



Low-temperature, heat-capacity calorimetry

Low-temperature, heat-capacity calorimetry has been widely applied to determine entropies of many
substances of importance to biology [51]. The relation between heat capacity (Cp) and entropy (S) is 

ST – S0 = ∫0
T(CP/T)dT (11)

T is absolute temperature, CP is the heat capacity at constant pressure and S0 is the entropy at absolute
zero temperature. Of particular interest in this paper are data on whole, dry cells of E. coli, S. cerevisiae,
rice shoots, and oat shoots [52,53] which show (ST – S0) values of these to be essentially the same as a
weighted sum of the entropies of the components. 

THERMODYNAMICS OF THE ORIGINATION AND EVOLUTION OF LIFE

Do energy and entropy differ between an unorganized mixture of molecules and live
matter?

The reaction

mixture of complex molecules in aqueous solution → live matter of the same composition   (12)

which compares a random mixture of peptides, lipids, carbohydrates, etc. to organized live matter in
a state of suspended animation is the relevant reaction for considering whether live matter is in a high-
energy, low-entropy, metastable state or in an equilibrium state. As will be shown, ΔG, ΔH, and ΔS for
this reaction are all near zero. References [3,51] provide the most direct evidence for this conclusion,
but many other data support such a conclusion. To reiterate, we use the term “live matter” to distin-
guish the state of suspended animation from “living matter” which is not in a state of suspended ani-
mation and is performing the functions of life, i.e., growth, reproduction, movement, etc. Equation 12
includes all of the mass of reactants and products and focuses only on the question; do the energy and
entropy differ between an unorganized mixture of molecules and live matter? Equation 12 is further
defined as a closed system, only heat energy crosses the system boundary, not mass. Catabolism is not
included in the system defined by eq. 12. Catabolic reactions in vivo act in controlling the rates of an-
abolic reactions, mostly by phosphorylation of reactants, but the phosphate groups are largely removed
during formation of the living materials and thus do not contribute to the energy state of the products.
This was recognized long ago by Blum [2] when he wrote “In an overall sense the ATP-ADP system
may be regarded as behaving as a catalyst which lowers the free energy of activation by acting in a
cyclical manner”. Catalysts do not introduce energy into reaction products. Energy from catabolism is
used for movement, transport of materials, etc., but only the formation of live matter from preformed
molecules of the same composition, not these other energy-requiring life functions are included in
eq. 12. Because Schrödinger included catabolism in his system, a continuous energy input for these
functions was required, but this continuous input of energy is used to do thermodynamic work on or
to increase the entropy of the surroundings, not to increase the energy content or decrease the entropy
of the live matter.

ΔG is the appropriate measure of the energy difference between the live matter and reactants in
reaction 12, however, ΔG for reaction 12 cannot be measured directly, and therefore must be calculated
from eq. 13 and measured values of ΔH and ΔS.

ΔG = ΔH – TΔS (13)

ΔG, ΔH, and ΔS are state functions, with values dependent only on the difference between the starting
and ending states, not on the process used to get from reactants to products. Reviews of literature rel-
evant to the thermodynamics of reaction 12 [8,54] suggest that, under some conditions, ΔG, ΔH, and
ΔS are all near zero for this process. The most direct evidence for this comes from two studies that
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show that ΔH is indeed zero for the anabolic reaction in living plant tissues (see Fig. 2 and eq. 10) [3]
and that the entropy of organic matter depends only on the composition [51] and thus that ΔS ≈ 0 for
reaction 12.

ΔH for reaction 12 can be determined directly by calorimetry (i.e., by combustion calorimetry of
dried material and by metabolic calorimetry of living tissues and organisms as explained above) or from
elemental analysis of tissues and organisms and application of Thornton’s rule. ΔH can also be deter-
mined for the reverse of reaction 12 by calorimetric methods, i.e., by temperature scanning (see Fig. 3)
or some other change in the surroundings that causes dissociation of the live matter into separate mol-
ecules by disruption of noncovalent bonds. The results from heats of combustion and Thornton’s rule
show that ΔH for reaction 12 is near zero in dried, but viable cells as well as in dried, dead tissue.
Arguments that ΔH for reaction 12 is endothermic because the heat of combustion of biomass per
C-mole is greater than the heat of combustion of substrate per C-mole are incorrect because they neg-
lect the stoichiometry of the combustion reaction. The difference in the heats of combustion gives ΔHB
for reaction 7. The actual anabolic reaction in most aerobic systems is reaction 10 for which ΔH equals
zero. The results from DSC experiments on organelles and whole cells (see Fig. 3) indicate that the re-
verse of reaction 12 is endothermic, and thus that reaction 12 is exothermic. The conclusion that the en-
thalpy change for reaction 12 is near zero or exothermic is thus based on a large body of data collected
with several methods. The conclusion is also readily generalized to all plants, animals, and micro -
organisms. 

ΔS for a reaction under isothermal conditions can be estimated by determining CP of both reac-
tants and products as functions of temperature and applying the relation in eq. 11. Equation 14

ΔS = ∑(ST – S0)products – ∑(ST – S0)reactants (14)

is then used to calculate the entropy change. Because S0 cannot be measured and the third law only ap-
plies to crystalline substances, it must be assumed the S0 terms cancel. Application of the heat capac-
ity method for determination of the entropy of dried yeast cells, E. coli cells, oat shoots, and rice shoots
demonstrates that the value of ST – S0 does not differ significantly from a weighted sum of the values
for proteins, starch, cellulose, and other nonliving biomaterials. This result is not surprising because the
heat capacity arises primarily from vibrational energy of C–H, C–C, C–O, C–N, and N–H covalent
bonds and noncovalent bonds such as hydrogen bonds and salt bridges which are essentially the same
and present in the same quantity in the reactants and products of reaction 12. Thus, we conclude that
ΔS for reaction 12 is approximately zero. 

Measurements of Cp over the temperature range from near 0 K to room temperature must be per-
formed on dried material, and therefore it might be argued that the entropy of hydration may make a
negative contribution to ST [55]. However, the enthalpy of hydration of dried tissues has been deter-
mined to be near zero [56], and, as shown above, ΔHB is the same in dry and living tissue, both of which
argue, because of the enthalpy-entropy compensation that commonly occurs in hydration of
 biomolecules [57], that the entropy of hydration is also near zero. Thus, in that portion of the entropy
arising from the heat capacity term, the Cp and enthalpy of hydration values indicate no significant en-
tropy difference between living and nonliving materials of the same proximate composition. This leaves
only differences in S0, the zero point entropy, as a possible source for the postulated low entropy in liv-
ing organisms relative to the entropy in nonliving biomaterials.

Morowitz [58], Volkenstein [59], Riedl [60], and others have proposed that the information con-
tent of cells contributes to a low entropy through what has been termed “informational entropy”. If “in-
formational entropy” can be calculated with the Boltzmann equation 

S = R ln w (15)

where R is the gas constant and w is the probability of a given state within an ensemble of states, and
is thus equivalent to thermodynamic entropy, it must appear in S0. While it is true that the information
content of cells is based on ordered macromolecular sequences that enable them to maintain and pass
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on genetic information, it does not follow that information content and thermodynamic entropy are
equivalent and that the two can be summed [61,62]. That information content is not equivalent to
thermo dynamic entropy also follows from a lack of common units for the two. The thermodynamic or
Boltzmann entropy is a mathematical function describing the microscopic motions of and energy dis-
tribution among atoms and molecules. Informational or Shannon entropy does not have the physical re-
ality characteristic of material bodies. Only when multiplied by the temperature for which the
Boltzmann entropy has been calculated, does the product become a physical quantity. Information con-
tent or Shannon entropy is represented by a similar mathematical function, but there is no way of con-
verting it to a physical quantity. 

A “gedanken” experiment can be used to show that equating information content to a thermo -
dynamic entropy leads to an incorrect result. Consider two identical pieces of copper foil containing
1 mol of Cu atoms. Cu is chosen because it has a sharp melting point and has been used to inscribe writ-
ten messages, thus making this gedanken experiment actually doable if someone wishes to test our con-
clusions. On one foil we shall write the genetic code for an E. coli cell using the usual A, T, G, C des-
ignations for the DNA bases. On the other foil, we shall write the same number of characters, but in a
random arrangement. Then we shall measure the melting points of the foils. The melting point of pure
Cu is 1356 K, the ΔHmelting is 13 kJ mol–1, and the ΔSmelting is 4.58 J mol–1 K–1 [63]. Since the melt-
ing point is equal to the ratio ΔHmelting/ΔSmelting (see eq. 13 with ΔG = 0) and the entropies and en-
thalpies of the liquids from the two foils must be the same, assuming ΔHmelting is not affected by in-
formation, the foil with the genetic information on it must melt at a lower temperature if “information
content” lowers the entropy of the foil. Assuming an E. coli cell requires 4 × 1010 bits of information
[58], the first Cu foil would melt at 848 K, i.e., ΔSmelting is increased by Rln2 [64]. If the genetic code
and random sequence were written on 1 g of Cu instead of 1 mol, the Shannon entropy would remain
the same, but because the mass of Cu is reduced, the melting point would be 35 K. This is an absurd
result, disproving the assumption that informational entropy is equivalent to thermodynamic entropy. It
is as though a 5 Gb hard drive would melt if it was fully loaded with an information-laden sequence of
binary digits. A similar gedanken experiment can be done with DNA by comparing the ΔS for hydrol-
ysis of DNA from an organism and DNA with the same GC content, but with any random sequence of
base pairs. Hydrolysis to the nucleotides destroys the information, so the “information theory” would
predict hydrolysis of organismal DNA would be easier, i.e., ΔS and ΔG would be more negative, than
for hydrolysis of random DNA. Again, an incorrect conclusion since it is well known that large DNAs
with the same GC content have essentially the same melting point and enthalpy of melting whether from
bacteria, humans, or chemical synthesis. The argument that a structure with a “highly ordered se-
quence” possesses lower entropy than an analogous compound with a random distribution of the con-
stituents is a misinterpretation of the statement commonly made in thermodynamics that a highly or-
dered structure has lower entropy than a less-ordered structure. This statement applies to comparisons
of crystal structures and of crystals with their melts, but not to a comparison of random and organismal
DNA since both kinds of DNA have the same “crystal structure”. Entropy thus depends on the struc-
ture, not on the sequence of the DNA. Information does not translate into thermodynamic entropy be-
cause information is given by the sequence of symbols, bits, or bases; thermodynamic entropy depends
only on the number of physical entities and how energy is distributed among them, not on their se-
quence.

Since both ΔH and ΔS for reaction 12 are approximately zero, eq. 13 shows that ΔG must also be
approximately zero, or, for a condition in which no products are present or are removed continuously,
ΔS must be positive and ΔG must be a large negative value. Combined evidence from several sources
thus indicates that the entropy and energy of living cells, tissues, and organisms does not differ signif-
icantly from a random assemblage of the molecules from which they are made. The consequences to
understanding the origin and evolution of living cells, tissues, and organisms are profound. 
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Assuming live matter is in a high-energy, low-entropy state and equating information and entropy make
it difficult to define a mechanism by which the complex structures and arrangements of molecules in
cells could transpire. But spontaneous generation of self-replicating molecules from substrate building
blocks in the same energy and entropy state requires only suitable reaction conditions and time. The
first “live matter” need be only a molecule with the ability to self-replicate, probably with clay or quartz
or some other optically active mineral as a catalyst, and no special conditions of energy gradients or
high temperature are necessary. There is a high probability that such conditions and systems existed on
the early earth [65]. Once such a system exists, natural selection can begin to operate to select the fittest
molecules, i.e., molecules with the highest reproductive rate. This “first” system would no longer exist
on earth because it would have been rapidly replaced with live matter that was more complex and more
fit, i.e., with more efficient reproductive ability. A near-zero difference in energy and entropy between
substrates and some form of self-replicating matter thus changes generation of living matter from a
highly improbable event to an event that, given time, is inevitable (i.e., what is thermodynamically pos-
sible is also inevitable). A near-zero difference in energy and entropy between live and non-live matter
thus eliminates one of the more vexing problems in understanding the origin of life. Thus, it is also
highly probable that carbon-based life will develop on any planet having the right conditions, i.e., the
presence of liquid water [66] to support the reactions we call life.

Not equating information content with thermodynamic entropy and accepting a near-zero energy
difference between non-live and live matter also removes any entropy and energy constraints to evolu-
tionary changes. Evolutionary changes are continuous and too numerous to be consistent with increas-
ing energy cost with increasing complexity of the organism. The absence of energy and entropy costs
is consistent with spontaneous exploration of the fitness landscape, allows for stasis, and facilitates
rapid filling of empty niches following extinction events. Mutational events, genetic recombination, and
environmental change result in perturbations which, without a requirement to overcome large energy
costs during the transition, can rapidly relax to an altered state. The path of evolution on other planets
as well as on earth is constrained by extant conditions. As is true on earth for different environments,
conditions on other planets may only allow microorganisms or organisms that can live in niches shel-
tered from conditions that would destroy their component molecules or prevent them from functioning.
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