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Abstract: The paper presents an investigation of self-organizational and -assembly processes
of nanostructure growth on surfaces exposed to low-temperature plasmas. We have consid-
ered three main growth stages—initial, or sub-monolayer growth stage, separate nano-
structure growth stage, and array growth stages with the characteristic sizes of several nm,
several tens of nm, and several hundreds of nm, respectively, and have demonstrated, by the
experimental data and hybrid multiscale numerical simulations, that the plasma parameters
can strongly influence the surface processes and hence the kinetics of self-organization and
-assembly. Our results show that plasma-controlled self-organization is a promising way to
assemble large regular arrays of nanostructures. 
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INTRODUCTION

Modern nanotechnology requires the rapid development of sophisticated methods for the formation of
various nanostructures with different geometric, physical, chemical, structural, etc. characteristics [1,2],
such as nanotubes [3,4], quantum dots (QDs), nanotips [5], and nanowalls [6] of various materials in-
cluding carbon, aluminum nitride, silicon carbide, and others. The elemental composition (including in-
ternal core/shell and core/shell/undershell structures) and geometrical characteristics have always been
considered to be the key parameters responsible for the fundamental properties of specific nano-
structures [7]; nevertheless, large-scale ordering, by nanostructure size and position, is very important
in some applications. 

From the self-assembly and -organization point of view, the methods of nanostructure synthesis
based on low-temperature plasmas and ion beams appear to be more attractive than the methods based
completely on neutral (atom and molecular) fluxes [8,9]. The presence of an electrical potential on the
substrate, and hence strong electric fields between the surface of the substrate, nanostructures, and
plasma bulk, enables an effective control of the growth conditions of nanostructure arrays developing
on the surface [10].

Plasma-based nanofabrication methods include but are not limited to plasma-enhanced chemical
vapor deposition [11,12], microwave plasma deposition [13], plasma-assisted magnetron sputtering
[14–16], and laser ablation [17,18]. These techniques possess significant advantages, as compared to
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processes based on the deposition of neutral flux [19] (in the nanostructure alignment [20], treatment
uniformity [21,22], and size distribution [23]) due to the strong influence of the electric [24,25] and
magnetic [26] fields on the growth conditions. Reducing the characteristic size of nano-objects does not
favor the use of template-based techniques; as a result, there is a strong interest in self-organization
which also favors the use of plasma processes, as there are more possibilities for the process control
[19,27]. 

In this work we mainly concentrate on the self-organizational phenomena during nanostructure
formation in low-temperature plasma environments. We analyze the three main stages (initial nucle-
ation, separate nanostructure growth, and array development) of the nanoarray formation by experi-
mentally obtained data, along with hybrid numerical multiscale simulations. It will be demonstrated that
the growth process, self-assembly, and self-organization in the large arrays of nanostructures can be ef-
fectively controlled in the plasma-based deposition process. We show that the initial seed pattern for-
mation on the surface, nanostructure crystallization, and nanostructure array reorganization involve
processes which can be effectively controlled by changing the plasma parameters. 

SELF-ORGANIZATION AND DEVELOPMENT OF NANOARRAYS

The process of nanoarray (e.g., QDs, nanotubes, nanotips, nanowalls, etc.) formation may be condi-
tionally divided into the three main stages called the initial (sub-monolayer) stage involving nucleation
of ultra-small (up to 1 nm) nanoclusters; individual nanostructure growth stage which consists in the
growth of nano-objects of several nm size without mutual influence; and, finally, development stage
when nano-objects interact with each other. In this paper we do not examine the various aspects of the
growth at different stages; instead, we focus on the self-organization aspects at each stage. More pre-
cisely, our task is to point out the specific physical processes that (a) can be effectively controlled via
the plasma parameters; and (b) strongly influence the surface processes involved in the nanostructur-
ing/nanoarray formation.

Presently, a number of different techniques are used for nanoarray formation; in general, they can
be divided into two main groups, namely, template-involving and self-organization-based methods. The
application of template-involving techniques is strongly restricted by the template feature sizes which
represent a fundamental restriction [28]. On the other hand, the methods based on self-organization
have no such restriction. In a sense, these methods are “up-restricted”, i.e., they cannot be used for large
nanostructures; however, with the characteristic sizes of nanostructure continuously decreasing, self-or-
ganization-based methods acquire a growing importance. 

A general examination of the physics involved in nanoarray formation shows that there are two
main parameters that appear to be both plasma-controllable and simultaneously important for the self-
organization of the nanoarrays. These parameters are the surface temperature and the surface diffusion
activation energy. Thus, our specific aim is to demonstrate how and to what extent the temperature and
surface diffusion activation energy, being controlled by the plasma-related parameters, affect the kinet-
ics of surface processes important for self-organization. 

SELF-ORGANIZATION AND -ASSEMBLY AT INITIAL STAGES OF DEPOSITION

Here we consider an initial, or sub-monolayer growth stage of the nanoarray formation, with the char-
acteristic size of nano-objects up to 1 nm (thus, we consider nano-objects, or nanoclusters, consisting
of a small number of atoms, up to 20–25). Present-day capabilities of plasma-based nanofabrication are
insufficient to investigate this process experimentally, thus, numerical simulation is an effective tool
which enables detailed analysis of the processes involved. At this stage, the process kinetics is mainly
determined by the kinetics of the interaction of adsorbed atoms (adatoms) with the substrate surface and
nano-objects [29,30]. The influence of plasma-related parameters on the self-organization at the initial
stage can be analyzed by the rate equation model which was described in detail elsewhere [7]. In short,
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the densities of nanoclusters consisting of a small number of atoms are calculated by the set of rate
equations 

(1)

where Ψext is the external flux of particles (i.e., ions) to the surface, and η̇i.1, η̇i.2, and η̇i.3 are the rates
of density variation of nanoclusters consisting of i atoms due to collisions, evaporation, and adatom at-
tachment, respectively [7]. These processes strongly depend on the surface temperature T and activa-
tion energies (typically, the rate of evaporation is described as ve = v0 exp(–εb/kT), the rate of adatom
diffusion as υd = λ v0 exp(–εd/kT), where λ is the lattice constant, εb is the surface evaporation energy,
and εd is the surface diffusion activation energy, see details in [7,31]). As indicated above, the surface
temperature and surface diffusion activation energy are the main parameters (we do not consider the
presence of lattice defects and impurities) that influence the kinetics of surface diffusion. The temper-
ature is determined by the energy balance on the surface and is strongly affected by the ion flux and
bias. The change in the surface diffusion activation energy of the adsorbed particle, caused by the pres-
ence of electric field on the surface, can be estimated as We = |∂E/∂r|λ p̃, where E is the electric field,
and p̃ is the dipole moment of the adatom. We use here an absolute value for ∂E/∂r, since the particle
with a dipole moment always takes energy from the electric field irrespective of the sign of ∂E/∂r, due
to the dipole moment re-orientation in the electric field. Thus, both parameters (temperature and sur-
face diffusion activation energy) are controlled by the plasma environment. Now we will investigate the
effect of these two parameters on the self-organizational processes and system behavior.

The results of the numerical simulations are shown in Figs. 1 and 2. Here one can see that small
variations (from 0.55 to 0.67 eV) in the surface diffusion activation energy cause a strong change in the
distribution function (Fig. 1) and density-time dependence (Fig. 2) of nanoclusters on the surface. The
graphs demonstrate that the small change in the activation energy (caused by a 10 % change in the sur-
face bias) can be used to control self-organization processes on plasma-exposed surfaces.

© 2008 IUPAC, Pure and Applied Chemistry 80, 1909–1918

Self-organized nanoarrays 1911

∂
∂

= + + +
η

η η ηi
i i it

Ψext
& & &

. . .1 2 3

Fig. 1 Nanocluster distribution function with surface diffusion activation energy as a parameter for 0.55 eV (a),
0.6 eV (b), and 0.67 eV (c). The surface temperature is 400 K. 

Fig. 2 Dependence of surface density of nanoclusters on time with surface diffusion activation energy as a
parameter for 0.55 eV (a), 0.6 eV (b), and 0.67 eV (c). The size of nanocluster (number of atoms n they consist of)
is indicated on curves. The surface temperature is 400 K.



CRYSTALLIZATION AND SELF-ASSEMBLY ON PLASMA-EXPOSED SURFACES

Now we consider the next stage of the nanostructure formation, namely, the stage of separate growth of
the nanostructures, when they are large enough (include at least several hundreds of atoms) for crystal-
lization, but small enough that they do not interact with neighboring structures (due to relatively large
distances between them). At this stage, the processes that determine the shaping and crystallization will
play the main role; in this case, the use of the plasma environment becomes particularly important due
to the increased energy of ions extracted from the plasma [32–35], which ensures nanostructure crys-
tallization during the growth. 

Let us consider the characteristic surface diffusion factor under conditions of localized ion heat-
ing vτ = τ /τC, where adatom diffusion time (time of adatom residence in one lattice site) at equilibrium
surface temperature T is τ = 1/ve, where τC is the adatom diffusion time at increased (via local ion heat-
ing) temperature TC, lattice oscillation frequency v0 = 2kT/h, and lattice oscillation time τ0 = 1/v0 =
h/(2kT ); here, h is Planck’s constant. Thus, the characteristic surface diffusion factor under conditions
of local ion heating is 

(2)

where the local temperature is δ T = εie/(kn), εi is the ion energy, and TC = T + δT. Then, the total time

of adatom incorporation into nanostructures is τC.t = Σ
nC

1
τC.i , where the number of sites on the surface of

a nanostructure as a function of the total number of atoms n in the nanostructure is nC = √8
–

(3n)2/3 for

a pyramidal QD, and τC.i is the adatom diffusion time in i-th site at temperature TC. 
The model was used to estimate the rate of adatom diffusion over the surface of a QD. These es-

timates show that the rate of surface diffusion of an adatom on the QD surface after deposition as an
ion is 2.5 … 1000 times higher than after neutral atom deposition. The results are plotted in Fig. 3. The
graphs show that the substrate bias and surface diffusion activation energy strongly influence the spe-
cific surface diffusion factor, and thus strongly influence the QD crystallization by facilitating surface
diffusion about the substrate (Fig. 4a).
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Fig. 3 Dependence of specific surface diffusion factor ντ on the QD size (number of atoms constituting the QD),
with surface diffusion activation energy as a parameter. Surface temperature is 600 K, substrate bias 100 V (a) and
50 V (b). 



In Figs. 4b and 4c, we show the shapes of the self-assembled QDs formed at two different values
of surface bias (i.e., at different ion energies) which were simulated by the kinetic Monte Carlo (KMC)
technique [36]. It is clearly seen from these figures that the equilibrium shape is better faceted at higher
ion energies, which promotes better diffusion about the QD surface under conditions of the localized
ion heating. A change of the surface bias voltage within quite realistic limits (50 and 100 V) leads to
the noticeable changes in the QD shape.

SELF-ORGANIZATION IN LARGE NANOSTRUCTURE ARRAYS

Now we will consider the specifics of self-organization on plasma-exposed surfaces at the third stage
of the nanoarray formation, when a strong interaction (via adatom field and also via the electric field)
between the nanostructures is present. At this stage, the adatom diffusion about the substrate surface
plays the main role [31,37]. We concentrate mainly on QDs, but other nanostructures can also exhibit
self-organized behavior, for example, carbon nanowalls [38].

Let us first consider the experimental results of the QD array formation on plasma-exposed sub-
strates [20,22,39]. The three consecutive scanning electron microscopy (SEM) micrographs are shown
in Fig. 5. In Fig. 6, we show the dependence of the mean radius of QDs as a function of time (a) ob-
tained by processing the photographs, and the mean number of QDs in array (b). The upper curve in
Fig. 6a shows the experimental results; the lower curve is the theoretically predicted dependence
d = k�t1/3 which the QDs should follow in the independent growth case. One can see from these graphs
that the estimated QD diameter is 25 nm at t = 120 min; the experiment shows 29–30 nm. 
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Fig. 4 Scheme of adatom diffusion on QD and surface (a); simulated shapes of Ge QD for substrate bias 50 V (b)
and 100 V (c).

Fig. 5 Development of SiC QD array in a plasma-based process. The mean size of the QDs is indicated above the
photos. (Courtesy of S. Xu, Q. Cheng, and K. Ostrikov, unpublished.)



From these facts, we can make the following conclusions. Firstly, the total number of QDs
changes during the growth (Fig. 6b); then, between 40 and 80 min the mean radius increases above the
“mass-conserving” value. This means that the number of QDs decreases (in 1.7…2.5 times) between
40 and 80 min; hence, the dissolution and other number-decreasing surface processes take place during
the first 80 min of growth. Then, at the final stages the size of QDs does not change (or only decreases
slightly). This means that the number of QDs increases. Therefore, the behavior of the QD ensemble
(three stages) is as follows: (1) 0–20 min: the number of QDs increases; (2) 20–80 min: the total num-
ber of QDs decreases (mostly due to coalescence and dissolution); (3) 80–120 min: the total number of
QDs increases (due to nucleation of adatoms on the surface).

Now, let us consider surface diffusion in the presence of an electric field (on biased surfaces). In
the process of deposition from a plasma, the QDs acquire electric charge and hence produce an electric
field. The total electric field is a sum of the plasma-surface (sheath) component Eλ directed from the
surface to the plasma, and the nanostructured component ES which is present in the vicinity of a single
QD and directed to this QD. The plasma effect on the QD formation is caused by these two electric field
components, which affect the surface diffusion rate.

Let us estimate the changes in the surface diffusion activation energy caused by the component
ES, taking into account the non-zero polarizability α of the adsorbed particle. In this case, the total
dipole moment in the electric field E(r) is P̃ = p̃ +αE (we recall that p̃ is a dipole moment of the ad-
sorbed particle). Thus, the energy taken by the adsorbed particle in one jump across one lattice spac-
ing (λ) is

(3)

Below, the nondimensional energy will be used 

(4)

Hence, to obtain εe one has to determine the electric field. In a general case, the electric field magni-
tude is determined by surface electric charge σ through:

(5)

where S is the QD surface; r is the distance between the surface and the point of potential determina-
tion. Surface integral (5) depends on the QD growth shape. There are three main cases: flat QD (the QD
height less than radius h << r0); QD in the form of a spherical segment; and a cylindrical QD. For the
most typical case of the QD in the form of a spherical segment, the electric field is
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Fig. 6 Dependence of mean QD radius (a) and number of QDs (b) on time.
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(6)

where r–0 = r0/r. Some details on calculation of the electric field in nanosized systems can be found in
[8,21].

With the electric potential ϕ found, energy εe can be calculated by eq. 4, and the surface diffusion
coefficient can be obtained in the form

(7)

The obtained dependencies suggest that the decreased surface diffusion activation energy results in
higher rates of adatoms supply to QDs; besides, this leads to better formation of highly-crystalline QDs
and improved crystalline structure. The calculated dependencies of the surface diffusion coefficients on
the substrate temperature for various substrate biases and surface diffusion activation energies (Figs. 7
and 8) demonstrate a strong increase with the temperature and a notable decrease with the surface dif-
fusion activation energy. 
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Fig. 7 Dependence of the surface diffusion coefficient on the surface temperature with surface diffusion activation
energy in a range of 0.65–0.75 eV as a parameter, adatom dipole moment 0.5 D (1.6 × 10–30 cm), with/without
electric field, for substrate bias 100 V (a) and 150 V (b). 

Fig. 8 Dependence of the surface diffusion coefficient on the surface temperature with the surface diffusion
activation energy in a range of 0.85 to 0.95 eV as a parameter, adatom dipole moment 0.5 D (1.6 × 10–30 cm),
with/without electric field, for substrate bias 100 V (a) and 150 V (b).



Figure 9 illustrates the dependence of the surface diffusion coefficient in the electric field on the
surface diffusion activation energy. This dependence covers nearly three orders of magnitude when the
surface diffusion activation energy changes from 0.1 to 0.7 eV. This demonstrates a great potential for
controlling the diffusion, and hence the self-organization processes on plasma-exposed biased surfaces
with the growing QD arrays.

As suggested by the above analysis, the surface diffusion coefficient is one of the main factors in
the QD array growth and self-organization. QDs in the array grow mainly by the mass supply from the
2D field of adatoms, with the density described by the diffusion equation

(8)

where ψ+ and ψ– are the influx and flux of evaporation from the substrate surface. The two-dimensional
adatom field in which the QDs grow causes the spatial self-ordering of the array by redistribution of the
adatoms between the QDs.

These processes are illustrated in Fig. 10, where the simulated patterns in (a) and (b), and frag-
ment of SEM micrograph (c) are shown. In the simulated patterns, the QDs marked ‘1’ and ‘2’ on the
lower insets change their position, this results in a better (more uniform) pattern shown in (b), as com-
pared with the initial pattern shown in (a). A similar configuration may be noted in the SEM micrograph
shown in (c). The experimental details are described elsewhere [40].
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Fig. 9 Dependence of the surface diffusion coefficient in electric field on the surface diffusion activation energy
with the surface temperature as a parameter. Adatom dipole moment 0.5 D (1.6 × 10–30 cm), substrate potential
100 V.
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CONCLUSIONS

We have demonstrated the importance of the plasma-related parameters (surface bias and presence of
electric fields) and surface conditions for self-assembly, self-organization, and self-ordering processes
on solid surfaces. We have shown that the presence of an electric field strongly affects the kinetics of
surface diffusion and leads to the crystallization of QDs and better self-organization of large QD arrays.
The use of plasma-extracted ions with an increased kinetic energy also results in better crystallization
by localized heating of the nanostructures, as well as better reorganization of the QD arrays. Based on
this study, we conclude that formation of self-organized nanostructure arrays can be effectively con-
trolled in a plasma environment. 

NOTE ADDED IN PROOF

Most recent reports on plasma-controlled self-organized growth of various low-dimensional nano-
structures further confirm the effectiveness of various plasma-related controls [41–50].
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